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Research‌ ‌exploring‌ ‌the‌ ‌public‌ ‌perception‌ ‌of‌ ‌AI‌ ‌tends‌ ‌to‌ ‌reflect‌ ‌ambitious‌ ‌visions‌ ‌outlined‌ ‌by‌‌                           
companies‌ ‌such‌ ‌as‌ ‌Tesla‌ ‌or‌ ‌Google;‌ ‌or‌ ‌spectacular‌ ‌science-fiction‌ ‌films‌ ‌of‌ ‌robot‌ ‌rebellions‌ ‌like‌‌                           
‘‌Terminator‌’‌ ‌or‌ ‌‘‌I,‌ ‌Robot‌’.‌ ‌And‌‌while‌‌there‌‌are‌‌significant‌‌‌research‌‌efforts‌‌to‌‌address‌‌the‌‌influence‌‌of‌‌                               
misleading‌‌dominant‌‌narratives,‌‌there‌‌is‌‌also‌‌an‌‌increasing‌‌debate‌‌about‌‌the‌‌political‌‌nature‌‌of‌‌AI‌‌and‌‌                               
how‌‌it‌‌operates‌‌with‌‌respect‌‌to‌‌‌power‌‌in‌‌society‌.‌ ‌The‌‌role‌‌of‌‌AI‌ ‌governance‌‌in‌‌the‌‌UK,‌‌for‌‌instance,‌‌is‌‌                                       
one‌ ‌lens‌ ‌through‌ ‌which‌ ‌we‌ ‌can‌ ‌seek‌ ‌to‌‌understand‌‌the‌‌influence‌‌of‌‌the‌‌policy‌‌making‌‌world‌‌on‌‌the‌‌                                   
way‌  ‌AI‌ ‌technology‌ ‌is‌ ‌controlled‌ ‌and‌ ‌used.‌‌ ‌  
‌ 

AI‌ ‌is‌ ‌undeniably‌ ‌a‌ ‌topic‌ ‌of‌ ‌increasing‌ ‌importance‌ ‌across‌ ‌governments‌ ‌as‌ ‌‌countries‌ ‌compete‌ ‌to‌‌                           
become‌ ‌leaders‌ ‌in‌ ‌the‌ ‌field.‌ ‌As‌ ‌the‌ ‌UK‌ ‌begins‌ ‌to‌ ‌look‌ ‌towards‌ ‌a‌ ‌future‌‌where‌‌AI‌‌permeates‌‌every‌‌                                   
aspect‌‌of‌‌society‌,‌‌proposals‌‌for‌‌new‌‌legislations‌‌are‌‌also‌‌shifting‌‌accordingly,‌‌and‌‌it‌‌is‌‌more‌‌important‌‌                               
now‌ ‌than‌ ‌ever‌ ‌to‌ ‌understand‌ ‌the‌‌policy-making‌‌perspective‌‌regarding‌‌a‌‌future‌‌with‌‌AI.‌‌Despite‌‌this,‌‌                             
there‌ ‌is‌ ‌little‌ ‌empirical‌ ‌research‌ ‌which‌ ‌actually‌ ‌examines‌ ‌attitudes‌ ‌of‌ ‌policy‌ ‌makers.‌‌ ‌  
‌ 

A‌ ‌pilot‌ ‌study‌‌ ‌  
‌ 

As‌‌part‌‌of‌‌the‌‌Digital‌‌Creativity‌‌Labs‌‌summer‌‌school‌‌‌programme‌,‌‌and‌‌the‌‌wider‌‌‌AI‌‌Futures‌‌research‌‌                               
project,‌‌we‌‌created‌‌a‌‌pilot‌‌survey‌‌to‌‌explore‌‌the‌‌views‌‌of‌‌policy‌‌makers‌‌towards‌‌AI.‌‌This‌‌project‌‌took‌‌                                   
place‌‌over‌‌a‌‌9-week‌‌period‌‌and‌‌was‌‌designed‌‌to‌‌give‌‌students‌‌an‌‌insight‌‌into‌‌the‌‌research‌‌process.‌‌                                 
The‌ ‌survey‌ ‌was‌ ‌designed‌ ‌to‌ ‌seek‌ ‌general‌ ‌views‌ ‌around‌ ‌AI‌ ‌(such‌ ‌as‌ ‌ethics,‌ ‌opportunities‌ ‌in‌ ‌AI,‌‌                               
regulations,‌ ‌challenges‌ ‌in‌ ‌policy-making),‌ ‌and‌ ‌understanding‌ ‌of‌ ‌public‌ ‌views.‌ ‌Our‌ ‌sample‌ ‌included‌‌                       
civil‌ ‌servants,‌ ‌advisors,‌ ‌funders,‌ ‌and‌ ‌researchers‌ ‌from‌ ‌institutes‌ ‌which‌ ‌worked‌ ‌closely‌ ‌with‌ ‌the‌‌                         
government.‌ ‌ 
‌ 

In‌‌this‌‌report,‌‌we‌‌discuss‌‌our‌‌preliminary‌‌impression‌‌of‌‌the‌‌themes‌‌observed‌‌in‌‌nine‌‌survey‌‌responses‌‌                               
obtained‌ ‌so‌ ‌far,‌ ‌and‌ ‌consider‌ ‌what‌ ‌this‌ ‌might‌ ‌mean‌ ‌for‌ ‌future‌‌research.‌‌We‌‌seek‌‌not‌‌to‌‌generalise‌‌                                 
from‌‌this‌‌small‌‌sample,‌‌but‌‌to‌‌pose‌‌some‌‌live,‌‌open‌‌research‌‌questions‌‌about‌‌AI‌‌policy‌‌and‌‌regulation‌‌                                 
in‌ ‌the‌ ‌UK‌ ‌for‌ ‌further‌ ‌research.‌ ‌ 
‌ 

Uncertainty‌ ‌in‌ ‌AI‌ ‌policy-making‌‌ ‌  
‌ 

A‌‌prevailing‌‌theme‌‌which‌‌seemed‌‌to‌‌recur‌‌in‌‌the‌‌responses‌‌was‌‌a‌‌sense‌‌of‌‌uncertainty.‌‌For‌‌example,‌‌                                 
uncertainty‌‌regarding‌‌what‌‌exactly‌‌the‌‌term‌‌‘AI’‌‌entails,‌‌both‌‌due‌‌to‌‌the‌‌complexity‌‌of‌‌the‌‌field‌‌and‌‌due‌‌                                   
to‌ ‌a‌ ‌lack‌ ‌of‌ ‌technical‌ ‌understanding‌ ‌among‌ ‌policy-makers,‌ ‌was‌ ‌explicitly‌ ‌mentioned‌ ‌by‌ ‌6/9‌ ‌‌of‌‌                           
respondents‌ ‌when‌ ‌asked‌ ‌to‌ ‌describe‌ ‌some‌ ‌of‌ ‌the‌ ‌main‌ ‌challenges‌ ‌surrounding‌ ‌AI‌ ‌policy.‌ ‌This‌ ‌is‌‌                             
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‌ 

exacerbated‌ ‌by‌ ‌a‌ ‌lack‌‌of‌‌universal‌‌standards‌‌in‌‌ethics‌‌and‌‌regulation‌‌both‌‌internationally‌‌and‌‌within‌‌                             
the‌ ‌industry‌ ‌(6/9),‌‌as‌‌well‌‌as‌‌information‌‌gaps‌‌between‌‌the‌‌industry‌‌and‌‌government‌‌(2/9).‌‌It‌‌seems‌‌                               
that‌‌the‌‌diversity‌‌of‌‌opinions‌‌and‌‌perspectives‌‌can‌‌pose‌‌significant‌‌complications‌‌for‌‌decisions‌‌made‌‌                           
in‌ ‌policy.‌‌ ‌  
‌ 

“The‌ ‌breadth‌ ‌and‌ ‌complexity‌ ‌of‌ ‌the‌ ‌field‌ ‌of‌ ‌'AI'.‌ ‌AI‌‌is‌‌not‌‌one‌‌technology,‌‌nor‌‌even‌‌one‌‌category‌‌of‌‌                                     
technology.‌ ‌It‌ ‌is‌ ‌an‌ ‌entire‌ ‌field‌ ‌of‌ ‌computer‌ ‌science,‌ ‌with‌ ‌a‌ ‌multitude‌ ‌of‌ ‌methods,‌ ‌approaches,‌‌                             
applications,‌ ‌problems.‌ ‌This‌ ‌makes‌ ‌it‌ ‌hard‌ ‌to‌ ‌write‌ ‌clear,‌ ‌concise‌ ‌policy‌ ‌around‌ ‌it.”‌ ‌ 
‌ 

There‌‌was‌‌also‌‌uncertainty‌‌regarding‌‌the‌‌potential,‌‌unforeseen‌‌consequences‌‌of‌‌using‌‌AI‌‌in‌‌general,‌‌                           
which‌‌was‌‌an‌‌issue‌‌which‌‌5/9‌‌policy-makers‌‌felt‌‌were‌‌missing‌‌from‌‌current‌‌discussions.‌‌In‌‌a‌‌separate‌‌                               
question,‌ ‌another‌ ‌respondent‌ ‌also‌ ‌highlighted‌ ‌the‌ ‌importance‌ ‌of‌ ‌devising‌ ‌clear‌ ‌guidance‌ ‌for‌ ‌AI,‌‌                         
stating‌‌that‌‌the‌‌‘under-regulation’‌‌of‌‌AI‌‌in‌‌its‌‌current‌‌form‌‌is‌‌also‌‌creating‌‌uncertainty‌‌for‌‌innovators.‌‌As‌‌                                 
one‌ ‌respondent‌ ‌aptly‌ ‌summarised:‌‌ ‌  
‌ 

“‌AI‌ ‌is‌ ‌just‌ ‌a‌ ‌tool,‌ ‌and‌ ‌humans‌ ‌have‌ ‌adopted‌ ‌many‌ ‌of‌ ‌these‌ ‌without‌ ‌full‌ ‌understanding‌ ‌of‌ ‌their‌‌                                 
implications‌ ‌throughout‌ ‌history…‌ ‌Moving‌ ‌down‌ ‌this‌‌path‌‌will‌‌require‌‌a‌‌balance‌‌of‌‌risks,‌‌but‌‌will‌‌also‌‌                               
need‌ ‌some‌ ‌risks‌ ‌taken,‌ ‌because‌ ‌that’s‌ ‌how‌ ‌humans‌ ‌progress.‌”‌ ‌ 
‌ 

The‌ ‌UK‌ ‌needs‌ ‌new‌ ‌AI‌ ‌regulations‌ ‌ 
‌ 

While‌ ‌uncertainty‌ ‌was‌ ‌a‌ ‌key‌ ‌theme‌ ‌with‌ ‌regards‌ ‌to‌‌the‌‌challenges‌‌of‌‌policy-making,‌‌the‌‌majority‌‌of‌‌                               
respondents‌‌(7/9)‌‌‌expressed‌‌a‌‌belief‌‌that‌‌it‌‌was‌‌important‌‌for‌‌the‌‌UK‌‌to‌‌have‌‌AI-specific‌‌regulations‌‌in‌‌                                 
some‌ ‌form‌ ‌(mean‌ ‌importance‌ ‌rating‌ ‌=‌ ‌65.55,‌ ‌where‌ ‌0‌ ‌represented‌ ‌‘Not‌ ‌at‌ ‌all‌ ‌important’‌ ‌and‌ ‌100‌‌                               
represented‌ ‌‘Extremely‌ ‌important).‌ ‌Most‌ ‌commonly,‌ ‌respondents‌ ‌commented‌ ‌that‌ ‌the‌ ‌UK‌ ‌could‌‌                     
potentially‌ ‌‘lead‌ ‌the‌ ‌way’‌ ‌with‌‌a‌‌new‌‌framework‌‌of‌‌AI‌‌policies‌‌independent‌‌of‌‌the‌‌existing‌‌regulatory‌‌                               
models‌ ‌in‌ ‌other‌ ‌countries‌ ‌(2/9),‌ ‌particularly‌ ‌in‌ ‌light‌ ‌of‌ ‌Brexit.‌‌ ‌  
‌ 

However,‌‌one‌‌respondent‌‌also‌‌noted‌‌that‌‌the‌‌UK’s‌‌influence‌‌over‌‌policy‌‌in‌‌AI‌‌may‌‌be‌‌limited‌‌if‌‌places‌‌                                   
like‌ ‌the‌ ‌EU‌ ‌develop‌ ‌more‌ ‌stringent‌ ‌regulations,‌ ‌as‌ ‌foreign‌ ‌companies‌ ‌have‌ ‌a‌ ‌greater‌ ‌incentive‌ ‌to‌‌                             
follow‌ ‌the‌ ‌regulations‌ ‌of‌ ‌places‌ ‌with‌ ‌a‌ ‌larger‌ ‌consumer‌ ‌market‌ ‌power.‌‌ ‌  
‌ 

When‌ ‌further‌ ‌asked‌ ‌to‌‌choose‌‌between‌‌four‌‌levels‌‌of‌‌regulation‌‌(‘prohibition’,‌‌‘strict‌‌regulation’,‌‌‘soft‌‌                           
regulation’,‌ ‌and‌ ‌‘no‌ ‌regulation)‌ ‌for‌ ‌different‌ ‌applications‌ ‌of‌‌AI,‌‌the‌‌responses‌‌so‌‌far‌‌demonstrated‌‌a‌‌                             
trend‌ ‌towards‌ ‌‘strict‌ ‌regulation’,‌ ‌particularly‌ ‌for‌ ‌applications‌ ‌which‌‌involved‌‌using‌‌AI‌‌for‌‌surveillance‌‌                         
purposes,‌‌such‌‌as‌‌in‌‌biometric‌‌identification‌‌and‌‌social‌‌profiling.‌‌Responses‌‌were‌‌somewhat‌‌softer‌‌for‌‌                           
applications‌ ‌involving‌ ‌some‌‌form‌‌of‌‌AI‌‌decision-making,‌‌such‌‌as‌‌the‌‌use‌‌of‌‌AI‌‌in‌‌the‌‌justice‌‌system,‌‌                                 
but‌ ‌on‌ ‌average‌ ‌still‌ ‌tended‌ ‌towards‌ ‌‘strict‌ ‌regulation’.‌ ‌Indeed,‌ ‌all‌ ‌respondents‌ ‌surveyed‌ ‌so‌ ‌far‌‌                           
demonstrated‌‌concern‌‌for‌‌bias‌‌in‌‌AI‌‌decision-making‌‌in‌‌a‌‌further‌‌question‌‌exploring‌‌perceptions‌‌and‌‌                           
ethics‌ ‌of‌ ‌AI,‌ ‌which‌ ‌suggests‌ ‌that‌ ‌this‌ ‌is‌ ‌an‌ ‌area‌ ‌of‌ ‌particular‌ ‌concern‌ ‌for‌ ‌policy-makers.‌ ‌ 
‌ 

In‌ ‌contrast,‌ ‌most‌ ‌existing‌ ‌forms‌ ‌of‌ ‌AI‌ ‌technologies,‌ ‌such‌ ‌as‌ ‌conversational‌ ‌AI,‌ ‌targeted‌‌marketing,‌‌                           
and‌ ‌even‌ ‌AI‌ ‌generated‌ ‌videos/images/audio‌ ‌were‌‌treated‌‌more‌‌leniently,‌‌as‌‌were‌‌applications‌‌of‌‌AI‌‌                           
for‌ ‌scientific‌‌modelling‌‌or‌‌trend‌‌forecasting,‌‌with‌‌most‌‌respondents‌‌choosing‌‌either‌‌‘no‌‌regulation’‌‌or‌‌                           
‘soft‌ ‌regulation’.‌ ‌One‌ ‌notable‌ ‌exception,‌ ‌however,‌ ‌was‌ ‌driverless‌ ‌vehicles,‌ ‌which‌ ‌the‌ ‌majority‌ ‌of‌‌                         
respondents‌ ‌rated‌ ‌as‌ ‌requiring‌ ‌‘strict‌ ‌regulation’.‌‌ ‌  
‌ 

AI‌ ‌investment‌ ‌priorities‌ ‌ 
‌ 

“These‌‌are‌‌areas‌‌where‌‌increased‌‌automation,‌‌research‌‌and‌‌efficiencies‌‌afforded‌‌by‌‌AI‌‌will‌‌have‌‌the‌‌                             
biggest‌ ‌positive‌ ‌impact‌ ‌on‌ ‌society‌ ‌and‌ ‌people's‌ ‌lives.”‌ ‌ 
‌ 

In‌‌the‌‌survey,‌‌three‌‌sectors‌‌were‌‌most‌‌frequently‌‌identified‌‌by‌‌policy-makers‌‌as‌‌priorities‌‌for‌‌future‌‌AI‌‌                               
investments:‌ ‌‘Healthcare’‌ ‌(8/9),‌ ‌‘Energy’‌ ‌(8/9),‌ ‌and‌ ‌‘Industry‌ ‌and‌ ‌manufacturing’‌ ‌(6/9),‌ ‌with‌‌                     
‘Healthcare’‌ ‌ranking‌ ‌on‌ ‌average‌ ‌as‌ ‌the‌ ‌highest‌ ‌in‌ ‌importance.‌ ‌Other‌ ‌sectors‌ ‌which‌ ‌were‌ ‌also‌‌                           
frequently‌ ‌identified‌ ‌included:‌ ‌‘Transportation’‌ ‌(4/9),‌ ‌‘Agriculture’‌ ‌(4/9),‌ ‌and‌ ‌‘Environment/Achieving‌‌                 
Net-Zero’‌ ‌(3/9)‌ ‌from‌ ‌the‌ ‌open-text.‌ ‌ 
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When‌ ‌answering‌ ‌the‌‌question‌‌of‌‌investment,‌‌policy-makers‌‌primarily‌‌considered‌‌areas‌‌with‌‌‘minimal‌‌                       
risks’,‌‌either‌‌in‌‌terms‌‌of‌‌handling‌‌personal‌‌data‌‌or‌‌biases‌‌in‌‌decision-making‌‌(4/9),‌‌choosing‌‌instead‌‌to‌‌                               
prioritise‌‌applications‌‌which‌‌are‌‌seen‌‌to‌‌have‌‌wide-scale‌‌impacts‌‌and‌‌benefits‌‌(2/9).‌‌Another‌‌common‌‌                           
reason‌‌for‌‌choosing‌‌the‌‌following‌‌sectors‌‌was‌‌due‌‌to‌‌the‌‌established‌‌successes‌‌of‌‌AI‌‌in‌‌these‌‌areas,‌‌                                 
in‌ ‌particular‌ ‌healthcare,‌ ‌which‌ ‌respondents‌ ‌felt‌ ‌were‌ ‌important‌ ‌to‌ ‌build‌ ‌upon‌‌in‌‌order‌‌to‌‌encourage‌‌                             
greater‌ ‌investment‌ ‌and‌ ‌technological‌ ‌developments‌ ‌(2/9).‌‌ ‌  
‌ 

Indeed,‌ ‌a‌ ‌question‌ ‌examining‌ ‌respondents’‌ ‌views‌ ‌towards‌ ‌AI‌ ‌ethics‌ ‌by‌ ‌asking‌ ‌them‌ ‌to‌ ‌rate‌ ‌their‌‌                             
agreement‌ ‌or‌ ‌disagreement‌ ‌also‌ ‌concurred‌ ‌with‌ ‌many‌ ‌of‌ ‌the‌ ‌themes‌ ‌mentioned‌ ‌in‌ ‌previous‌‌                         
discussions‌ ‌with‌ ‌scholars.‌ ‌Namely,‌ ‌policy-makers‌ ‌recognised‌ ‌the‌ ‌importance‌ ‌of‌ ‌transparency‌‌in‌‌AI,‌‌                       
the‌ ‌need‌ ‌to‌ ‌respect‌ ‌individual‌ ‌privacy,‌‌and‌‌the‌‌need‌‌for‌‌corporate‌‌responsibility‌‌in‌‌the‌‌research‌‌and‌‌                               
development‌ ‌of‌ ‌AI.‌‌  
‌ 

Interestingly,‌ ‌the‌ ‌responses‌ ‌given‌ ‌by‌ ‌policy-makers‌ ‌so‌ ‌far‌ ‌also‌ ‌reflect‌ ‌a‌ ‌sense‌ ‌of‌ ‌optimism‌ ‌for‌ ‌the‌‌                               
future‌‌of‌‌AI.‌‌The‌‌majority‌‌of‌‌policy-makers‌‌disagreed‌‌(6/9)‌‌with‌‌the‌‌idea‌‌that‌‌public‌‌acceptance‌‌of‌‌AI‌‌                                 
was‌ ‌low,‌ ‌as‌ ‌well‌ ‌as‌ ‌the‌ ‌idea‌ ‌that‌ ‌AI‌ ‌will‌ ‌cause‌ ‌more‌ ‌harm‌‌to‌‌society‌‌overall‌‌than‌‌good‌‌(7/9).‌‌They‌‌                                       
were‌ ‌similarly‌ ‌hopeful‌ ‌with‌ ‌the‌ ‌impact‌‌of‌‌regulations‌‌on‌‌AI,‌‌with‌‌most‌‌disagreeing‌‌with‌‌the‌‌idea‌‌that‌‌                                 
regulating‌ ‌AI‌ ‌would‌ ‌restrict‌ ‌technology‌ ‌development‌ ‌(7/9),‌ ‌or‌ ‌that‌ ‌some‌ ‌AI‌ ‌systems‌ ‌would‌ ‌be‌‌                           
impossible‌ ‌to‌ ‌regulate‌ ‌(5/9).‌‌ ‌  
‌ 

However,‌‌it‌‌is‌‌also‌‌worth‌‌noting‌‌that,‌‌in‌‌this‌‌iteration‌‌of‌‌the‌‌survey,‌‌a‌‌‘Neutral/Don’t‌‌know’‌‌option‌‌was‌‌                                   
not‌ ‌included‌ ‌for‌ ‌ease‌ ‌of‌ ‌identifying‌ ‌data‌ ‌trends‌ ‌in‌ ‌responses.‌ ‌As‌ ‌one‌ ‌respondent‌ ‌pointed‌ ‌out,‌ ‌this‌‌                               
made‌‌it‌‌difficult‌‌to‌‌answer‌‌some‌‌of‌‌the‌‌more‌‌speculative‌‌statements‌‌about‌‌potential‌‌impacts‌‌of‌‌AI‌‌(e.g.‌‌                                 
‘AI‌‌will‌‌increase‌‌social‌‌inequality’).‌‌Future‌‌iterations‌‌of‌‌the‌‌survey‌‌may‌‌benefit‌‌from‌‌adjustments‌‌which‌‌                             
could‌ ‌capture‌ ‌greater‌ ‌nuance‌ ‌in‌ ‌the‌ ‌quantitative‌ ‌data.‌ ‌ ‌   
‌ 
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Understanding‌ ‌public‌ ‌perceptions‌ ‌towards‌ ‌AI‌ ‌ 
‌ 

A‌ ‌key‌ ‌section‌ ‌of‌ ‌the‌ ‌survey‌‌explored‌‌policy-makers’‌‌understanding‌‌of‌‌the‌‌public‌‌perception‌‌towards‌‌                           
AI.‌ ‌Respondents‌ ‌were‌ ‌asked‌ ‌to‌ ‌identify‌ ‌at‌ ‌least‌ ‌three‌ ‌beliefs‌ ‌which‌ ‌they‌ ‌felt‌ ‌were‌ ‌most‌ ‌influential‌‌                               
among‌ ‌the‌ ‌public.‌ ‌Thus‌ ‌far,‌ ‌the‌ ‌data‌ ‌collected‌ ‌suggests‌ ‌that‌ ‌policy-makers‌ ‌believe‌ ‌the‌ ‌public‌‌                           
response‌ ‌to‌ ‌AI‌ ‌is‌ ‌mixed.‌ ‌The‌ ‌most‌ ‌commonly‌ ‌selected‌ ‌was‌ ‌the‌ ‌statement:‌ ‌‘AI‌ ‌will‌ ‌lead‌ ‌to‌ ‌mass‌‌                                 
unemployment’‌ ‌(5/9),‌ ‌followed‌ ‌by‌ ‌‘AI‌ ‌will‌‌lead‌‌to‌‌significant‌‌breakthroughs‌‌in‌‌many‌‌important‌‌areas,‌‌                           
such‌‌as‌‌healthcare’‌‌(4/9),‌‌and‌‌‘AI‌‌will‌‌be‌‌used‌‌in‌‌surveillance‌‌and‌‌there‌‌will‌‌be‌‌no‌‌privacy’‌‌(4/9).‌‌Thus‌‌                                     
far,‌ ‌these‌ ‌preliminary‌ ‌trends‌ ‌in‌ ‌responses‌ ‌concur‌ ‌both‌ ‌with‌ ‌the‌‌responses‌‌from‌‌previous‌‌interviews‌‌                           
with‌ ‌AI‌ ‌scholars‌ ‌in‌ ‌the‌ ‌‘AI‌ ‌Futures’‌ ‌project,‌ ‌as‌ ‌well‌ ‌as‌ ‌other‌ ‌studies‌ ‌of‌ ‌public‌ ‌attitudes‌ ‌towards‌‌AI,‌‌                                   
which‌ ‌could‌ ‌perhaps‌ ‌indicate‌ ‌an‌ ‌accurate‌ ‌awareness‌ ‌from‌ ‌policy-makers’‌ ‌behalf‌ ‌regarding‌ ‌public‌‌                       
views‌ ‌of‌ ‌AI.‌‌  
‌ 

Despite‌‌these‌‌responses,‌‌however,‌‌there‌‌was‌‌also‌‌an‌‌acknowledgement‌‌that‌‌current‌‌policy‌‌decisions‌‌                         
lacked‌ ‌public‌ ‌input.‌ ‌Although‌ ‌a‌ ‌minority‌ ‌of‌ ‌respondents‌ ‌mentioned‌ ‌potential‌ ‌channels‌ ‌of‌‌                       
communication‌ ‌between‌ ‌the‌ ‌policy‌ ‌and‌ ‌government,‌ ‌the‌ ‌majority‌‌of‌‌respondents‌‌felt‌‌that‌‌there‌‌was‌‌                           
little‌ ‌representation‌ ‌from‌ ‌the‌ ‌public‌ ‌and‌ ‌few‌ ‌platforms‌ ‌to‌ ‌allow‌ ‌for‌ ‌that‌ ‌representation.‌‌ ‌  
‌ 

“‌…‌ ‌the‌ ‌AI‌ ‌conversation‌ ‌has‌ ‌for‌ ‌a‌ ‌very‌ ‌long‌ ‌time‌ ‌been‌ ‌dominated‌ ‌by‌ ‌a‌ ‌certain‌ ‌section‌ ‌of‌ ‌the‌ ‌tech‌‌                                     
community,‌ ‌and‌ ‌does‌ ‌not‌ ‌reflect‌ ‌the‌ ‌wider‌ ‌whole;‌ ‌this‌ ‌realisation‌ ‌has‌ ‌yet‌ ‌to‌ ‌permeate‌ ‌the‌ ‌walls‌ ‌of‌‌                                 
Whitehall.”‌‌ ‌  
‌ 

Interestingly,‌‌policy-makers‌‌also‌‌felt‌‌there‌‌was‌‌a‌‌difference‌‌in‌‌the‌‌sources‌‌of‌‌information‌‌affecting‌‌the‌‌                             
public’s‌ ‌attitudes‌‌towards‌‌AI‌‌and‌‌their‌‌own‌‌policy‌‌decisions.‌‌Namely,‌‌‘pop‌‌culture’‌‌and‌‌‘news‌‌outlets’‌‌                             
were‌ ‌two‌ ‌of‌ ‌the‌ ‌most‌ ‌frequently‌ ‌identified‌ ‌sources‌ ‌of‌ ‌influence‌ ‌for‌ ‌the‌ ‌public,‌ ‌followed‌ ‌by‌ ‌the‌‌                               
‘technology‌ ‌industry’.‌ ‌For‌ ‌policy-makers‌ ‌themselves‌ ‌however,‌ ‌the‌ ‌‘technology‌ ‌industry’‌ ‌was‌ ‌most‌‌                     
frequently‌ ‌identified‌ ‌as‌ ‌the‌ ‌most‌ ‌influential‌ ‌source‌ ‌on‌ ‌policy‌ ‌decisions,‌ ‌followed‌ ‌by‌ ‌‘academia’‌ ‌and‌‌                           
‘public‌ ‌attitudes’.‌‌ ‌  
‌ 

‌ 
‌ 

Future‌ ‌directions‌ ‌ 
‌ ‌  
Currently,‌‌our‌‌research‌‌offers‌‌only‌‌a‌‌brief‌‌snapshot‌‌into‌‌the‌‌perspectives‌‌of‌‌policy-makers‌‌regarding‌‌a‌‌                             
future‌ ‌with‌ ‌AI,‌ ‌and‌ ‌should‌ ‌be‌ ‌interpreted‌ ‌as‌ ‌preliminary‌ ‌indicators‌ ‌only‌ ‌for‌ ‌more‌ ‌nuanced‌ ‌trends‌‌–‌‌                               
something‌ ‌which‌ ‌will‌ ‌hopefully‌ ‌be‌ ‌revealed‌ ‌with‌ ‌a‌ ‌greater‌ ‌sample.‌‌ ‌  
‌ 
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‌ 

However,‌ ‌research‌ ‌with‌ ‌25‌ ‌thought‌ ‌leaders‌ ‌also‌ ‌conducted‌ ‌as‌ ‌part‌ ‌of‌ ‌the‌ ‌AI‌ ‌futures‌ ‌postdoctoral‌‌                             
project‌‌led‌‌by‌‌Dr‌‌Jenn‌‌Chubb,‌‌also‌‌indicates‌‌that‌‌regulation‌‌and‌‌education‌‌are‌‌key‌‌to‌‌a‌‌future‌‌with‌‌AI.‌‌                                     
Indeed,‌ ‌it‌ ‌is‌ ‌important‌ ‌to‌ ‌note‌ ‌that‌ ‌overall‌ ‌this‌ ‌project‌ ‌has‌ ‌focused‌ ‌on‌ ‌a‌ ‌range‌ ‌of‌ ‌domains‌ ‌of‌ ‌use,‌‌                                     
further‌ ‌research‌ ‌focusing‌ ‌on‌ ‌particular‌ ‌contexts‌ ‌and‌ ‌domains‌ ‌may‌ ‌be‌ ‌required‌‌to‌‌really‌‌unpack‌‌the‌‌                             
more‌ ‌nuanced‌ ‌and‌ ‌situational‌ ‌ethics‌ ‌relating‌ ‌to‌ ‌particular‌ ‌applications‌ ‌of‌ ‌AI.‌ ‌ 
‌ 

Nevertheless,‌‌even‌‌the‌‌small‌‌sample‌‌collected‌‌here‌‌can‌‌offer‌‌key‌‌insights‌‌as‌‌to‌‌what‌‌we‌‌may‌‌be‌‌able‌‌                                   
to‌‌expect‌‌from‌‌further‌‌research‌‌around‌‌AI‌‌policy‌‌making..‌‌How‌‌can‌‌we‌‌feasibly‌‌bridge‌‌the‌‌information‌‌                               
gap‌ ‌between‌ ‌technical‌ ‌experts,‌ ‌policy-makers,‌ ‌and‌ ‌the‌ ‌public‌ ‌regarding‌ ‌AI?‌ ‌How‌ ‌should‌ ‌the‌ ‌UK‌‌                           
formulate‌ ‌its‌ ‌approach‌ ‌towards‌ ‌AI‌ ‌–‌ ‌by‌ ‌observing‌ ‌others,‌ ‌or‌ ‌exploring‌ ‌novel‌ ‌methods?‌ ‌What‌ ‌risks‌‌                             
should‌ ‌we‌ ‌be‌ ‌prepared‌ ‌to‌ ‌take‌ ‌in‌ ‌the‌ ‌process‌ ‌of‌ ‌exploring‌ ‌our‌ ‌options‌ ‌in‌ ‌policy?‌‌ ‌  
‌ 

Through‌‌this‌‌preliminary‌‌survey,‌‌we‌‌hope‌‌to‌‌spark‌‌discussion‌‌around‌‌policy‌‌and‌‌AI.‌‌Not‌‌only‌‌focusing‌‌                               
on‌ ‌policy-makers,‌ ‌but‌ ‌by‌ ‌examining‌ ‌the‌ ‌wider‌‌picture‌‌of‌‌how‌‌policy‌‌fits‌‌in‌‌with‌‌academia‌‌and‌‌public‌‌                                 
opinion,‌ ‌and‌ ‌what‌ ‌concrete‌ ‌actions‌ ‌need‌ ‌to‌ ‌be‌ ‌taken‌ ‌to‌ ‌ensure‌ ‌a‌ ‌future‌ ‌with‌ ‌AI‌ ‌which‌ ‌enables‌‌                                 
humanity‌ ‌to‌ ‌‌thrive‌.‌‌ ‌  
‌ 
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Institute‌ ‌and‌ ‌all‌ ‌the‌ ‌organisations‌ ‌who‌ ‌have‌ ‌supported‌ ‌us‌ ‌in‌ ‌distribution‌ ‌of‌ ‌the‌ ‌survey.‌ ‌ ‌   
‌ 
‌ 
‌ 
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‌ 
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‌ 
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‌ 
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